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Disclaimer

This white paper was authored on April 29, 2025, one day after the Iberian power blackout incident. At the time of writing, no official root cause analysis

or detailed technical explanation of the event had been published by relevant authorities or grid operators. The assessment, analysis, and

recommendations contained herein are based on preliminary reports, established cybersecurity principles, and the authors' expertise in critical

infrastructure resilience. While specific technical details of the incident may emerge later, we believe the systemic vulnerabilities and resilience

strategies outlined in this document remain valid and urgent regardless of the precise triggering mechanisms of the April 28 blackout.

Executive Summary

The April 2025 Portugal-Spain blackout exposed critical vulnerabilities in Europe's infrastructure, highlighting an urgent need for transformation (Power

begins to return after huge outage hits Spain and Portugal | Reuters).

The core thesis of this paper is that critical infrastructure operators must adopt the battle-tested techniques, processes, and workflows already

standard in modern cybersecurity and software engineering. These disciplines have evolved sophisticated approaches to resilience that remain largely

unused in physical infrastructure management.

https://www.reuters.com/world/europe/large-parts-spain-portugal-hit-by-power-outage-2025-04-28/#:~:text=MADRID%2FLISBON%2C%20April%2028%20%28Reuters%29%20,hospitals%20to%20suspend%20routine%20operations
https://www.reuters.com/world/europe/large-parts-spain-portugal-hit-by-power-outage-2025-04-28/#:~:text=MADRID%2FLISBON%2C%20April%2028%20%28Reuters%29%20,hospitals%20to%20suspend%20routine%20operations


Key principles include threat modeling to proactively identify failure points, chaos engineering to test systems under stress, graceful degradation to

maintain critical services during failures, network segmentation to prevent cascading issues, regular real-world drills, and comprehensive incident

response preparedness.

We demonstrate how cyberattacks dramatically amplify infrastructure failures through multi-stage campaigns combining technical sabotage with

information warfare. Unlike random outages, malicious actors deploy calculated strategies to deepen damage, frustrate recovery, and manipulate public

perception—transforming a finite event into a sustained societal catastrophe.

From technology companies, infrastructure operators must learn continuous engineering practices: rigorous automated testing, CI/CD pipelines for

safe updates, and real-time monitoring systems that provide complete operational visibility. These approaches create systems that evolve constantly

while maintaining reliability.

Security Operations Centers serve as critical nerve centers, providing situational awareness during crises, visualizing impact "blast radius," informing

better system design, and coordinating responses across physical and digital domains.

Our six policy recommendations institutionalize these cybersecurity and engineering best practices across European critical infrastructure, requiring

cross-sector collaboration but promising dramatically improved resilience against both accidental failures and deliberate attacks.

Lessons from Cybersecurity and AppSec for Infrastructure

Modern cybersecurity and application security (AppSec) practices provide a rich toolkit for anticipating and withstanding failures. The Iberian blackout

demonstrates that these practices are equally vital for power grids, transport, and other critical networks. Key principles include:

Threat Modeling: Proactively identify potential failure points and attack vectors in infrastructure design. Just as software teams map out threats to

an application, grid operators should systematically assess how anything from cyber intrusions to equipment faults could cause outages. By

mapping out “what-if” scenarios in advance, operators can implement countermeasures and avoid being blindsided by complex failure cascades.

The EU should mandate threat modeling exercises for all critical infrastructure projects to catch design flaws early.



Chaos Engineering: Regularly test systems by simulating failures and stress conditions in a controlled way. In cloud computing, companies

practice chaos engineering (e.g. randomly shutting down servers) to ensure systems continue operating. Critical infrastructure needs similar drills:

intentionally take components offline or introduce abnormal conditions to see if the network gracefully handles the shock. These exercises force

organizations to build systems that fail safe rather than fail catastrophically, and to fix weaknesses before real incidents strike.

Graceful Degradation: Design infrastructure to degrade gracefully under stress instead of collapsing entirely. In application design, this might mean

a service stays partially available on backup mode if the database fails. For the power grid, graceful degradation could mean reducing load or

shedding non-essential areas in a controlled manner when trouble arises, rather than an uncontrolled broad blackout. The goal is to maintain

critical services (hospitals, emergency communications, etc.) even if less urgent loads must be curtailed.

Network Segmentation: Compartmentalize systems to prevent a failure or attack in one zone from cascading to others. In cybersecurity,

segmenting a network limits how far an intruder or malware can spread. Likewise, Europe’s power grid should be segmented and equipped with

fast-acting isolators so that a local fault (or cyber compromise) can be contained. Strong segmentation could have stopped a voltage anomaly in

one country from rippling through the entire Iberian grid. Critical utilities should operate on the principle of “contain and isolate” to limit systemic

risk.

Real-World Testing and Drills: Perform regular resilience exercises and red-team tests that mimic realistic disaster scenarios. Just as incident

response teams in IT run cyber-attack simulations, power companies and city authorities should conduct live drills—ranging from cyber intrusion

scenarios to physical equipment failures and multi-region blackouts. Practicing coordinated response in real conditions reveals gaps in

preparedness, communication breakdowns, and unforeseen interdependencies. These lessons are invaluable for improving incident response

playbooks before a crisis hits.

Incident Response Preparedness: Have clear, rehearsed plans for rapid response and recovery when disruptions occur. In cybersecurity, having an

incident response plan (and team) can mean the difference between quickly neutralizing a threat and prolonged chaos. For critical infrastructure

operators, incident response means established protocols to restore power, reroute services, or switch to backup systems in real time. The Iberian

blackout showed that without swift coordination, outages can escalate; thus, emergency procedures (including cross-border cooperation

mechanisms) must be in place and regularly updated. Preparedness also means empowering local authorities to take quick action when

centralized control systems fail.



Building Resilient and Decentralized Infrastructure

One fundamental lesson is the need to move away from monolithic, centralized infrastructure toward distributed, federated systems. In his white paper

“An Open-Source Sovereign Cloud for an Open Europe,” Dinis Cruz argues that a federated model—where countries, regions, and cities run their own

interoperable nodes—dramatically improves resilience (An Open-Source Sovereign Cloud for an Open Europe: The Case for a Federated, AI-Enabled, and

Multilingual Digital Infrastructure). This insight applies not only to cloud computing but equally to energy grids and other critical utilities.

Decentralization means that if one node or region encounters a problem, others can isolate the issue and continue operating independently, limiting the

blast radius of any single failure.

The Iberian blackout makes it clear that Europe cannot afford single points of failure; a more federated architecture would enable graceful islanding,

where unaffected areas detach and survive a disturbance elsewhere.

Microgrids and localized capabilities are a cornerstone of this resilient design. A microgrid is a smaller energy network (at a city or campus level) with

its own power sources (like solar panels, wind, or battery storage) that can operate autonomously. Fostering city-level microgrids across Europe would

allow communities to sustain essential services when the main grid falters. For example, if portions of the Iberian grid had microgrid capacity, hospitals

and transportation hubs might have kept power locally despite the wider blackout. These sustainable localized capabilities – from backup generators to

renewable energy storage – give each locality a degree of self-reliance in crises. They also promote graceful degradation at a national scale: instead of

an entire country going dark, small islands of light can persist and aid recovery.

Moving toward decentralization also entails embracing open standards and open-source technologies in infrastructure. Brittleness often comes from

proprietary, opaque systems that discourage modification and interoperability. In contrast, open-source solutions invite scrutiny and collaborative

improvement, leading to more secure and adaptable systems. Just as the sovereign cloud vision avoids dependence on a handful of foreign tech

vendors, the energy sector should avoid vendor lock-in that might hinder rapid fixes or integration of new resilience features. Open protocols for grid

communication and control would enable diverse equipment and regions to work together seamlessly.

An open, federated European infrastructure isn’t just philosophically aligned with European values – it’s a practical requirement for robustness and

sovereignty in the face of both cyber and physical threats.

https://docs.diniscruz.ai/2025/02/24/an-open-source-sovereign-cloud-for-an-open-europe.html#:~:text=economic%20and%20social%20benefits%20of,cyber%20threats%2C%20and%20geopolitical%20disruptions
https://docs.diniscruz.ai/2025/02/24/an-open-source-sovereign-cloud-for-an-open-europe.html#:~:text=economic%20and%20social%20benefits%20of,cyber%20threats%2C%20and%20geopolitical%20disruptions


The Greater Threat: How Cyberattacks Amplify Infrastructure Failures

The Portugal–Spain blackout was devastating as a standalone incident, but if it had been the result of a deliberate cyberattack, the impact would have

been exponentially worse. An inadvertent outage is a finite event – equipment fails, operators scramble to restore service, and the situation gradually

improves.

By contrast, a malicious adversary would treat the blackout as merely Step 1 in a multi-stage campaign. Attackers carefully deploy payloads and plan

many moves ahead, ensuring that initial disruptions cascade into broader failures. In Ukraine’s 2015 grid attack, for example, hackers didn’t stop at

turning off the power – they took over SCADA systems, destroyed critical IT infrastructure, wiped out data on servers, and even launched a telephony

denial-of-service to paralyze the utility’s call center (2015 Ukraine power grid hack - Wikipedia). This illustrates how a skilled attacker amplifies an

infrastructure failure: by pre-positioning multiple mechanisms to deepen the damage and frustrate recovery efforts.

Unlike a random technical fault, a human-led cyber assault is dynamic and adaptive. The attacker can react in real-time to any countermeasure the

operators deploy. If grid defenders try to reroute electricity, the attacker may have anticipated that and infected the backup systems as well. If

authorities isolate one compromised segment, the attacker can trigger a secondary payload elsewhere – essentially playing cat-and-mouse with

responders.

Every action by the defense can be met with a calculated counteraction by the offense. The blackout ceases to be a one-off event and instead becomes

a sustained onslaught. Attackers often maintain persistence in networks and create redundant access points, meaning even if one avenue is cut off,

they have others ready. They choose timing and targets for maximum disruption (e.g. taking down the grid at peak usage hours or in tandem with other

crises), thereby magnifying the societal impact beyond the initial power loss. Crucially, they can also manipulate the very systems designed to provide

visibility; sophisticated malware might feed false data to operators, making it seem like systems are normal even as sabotage is underway (Stuxnet -

Wikipedia). In other words, the attacker can blindfold the infrastructure’s caretakers while chaos unfolds.

Perhaps most insidiously, a cyber-perpetrator would wage an information war in parallel with the physical sabotage. While utilities and governments

struggled to grasp the outage, the attacker could seize the narrative – establishing independent communications channels to media or directly to

citizens in order to spread confusion and fear. We must consider the possibility of fake emergency alerts, rogue social media accounts impersonating

grid operators, or targeted messages to key stakeholders, all orchestrated to mislead the public.

https://en.wikipedia.org/wiki/2015_Ukraine_power_grid_hack#:~:text=,6
https://en.wikipedia.org/wiki/Stuxnet#:~:text=dormant%20inside%20the%20computer,13
https://en.wikipedia.org/wiki/Stuxnet#:~:text=dormant%20inside%20the%20computer,13


Cyber adversaries (particularly state-sponsored or terrorist-aligned actors) are known to spread propaganda and misinformation during attacks

(Cyberterrorism as a global threat: a review on repercussions and countermeasures - PMC). In the context of a blackout, they might falsely claim

responsibility on behalf of fictitious groups, exaggerate the expected duration of the outage (“the power will be out for weeks”), or blame innocent

parties, inciting panic and mistrust. Official communications would be drowned out by a flood of deliberate falsehoods. The net effect is a

compounded crisis: not only is critical infrastructure down, but the populace is misinformed, scared, and less likely to cooperate with recovery efforts.

An attacker’s ability to coordinate technical chaos with psychological manipulation would turn a severe but manageable outage into a societal

catastrophe.

In sum, a cyberattack-driven blackout represents a far greater threat than a naturally occurring failure or accident. It transforms a transient technical

breakdown into a prolonged, multifaceted assault on stability. The adversary’s careful planning, multi-step execution, on-the-fly adaptability, and misuse

of communication channels would amplify disruptions at every turn. This scenario is every infrastructure operator’s nightmare – a reminder that we

are not just guarding against outages, but against thinking, adaptive foes intent on inflicting maximum damage.

The Portugal–Spain event underscores the point: had a malicious actor been behind it, the region could have faced not only a loss of power, but also

deliberate equipment destruction, slower recovery, and a populace manipulated into chaos. Preparedness for such intelligent and hybrid threats is

therefore an indispensable component of modern infrastructure resilience.

Lessons from Technology Companies: Building Resilience Through Continuous Engineering

Modern technology companies have learned that true resilience is achieved not through static design but through continuous engineering – an endless

cycle of testing, feedback, and improvement. Critical infrastructure operators, traditionally slow-moving and risk-averse, have much to learn from the

way leading software-driven firms (across finance, e-commerce, cloud computing, etc.) architect their systems for failure and rapid recovery. Tech

companies assume that components will fail unexpectedly, and thus bake resilience into daily operations. They use approaches that critical

infrastructure should emulate, adapting them to the safety-critical domain:

Continuous Integration and Deployment (CI/CD): High-performing tech teams deploy small, frequent updates rather than rare, monolithic upgrades.

Automated CI/CD pipelines rigorously test each code change in stages (unit tests, integration tests, security scans) before it ever touches

production (CI/CD for the energy sector: Reliable pipelines for critical systems). This means software issues are caught early and updates can be

https://pmc.ncbi.nlm.nih.gov/articles/PMC10803091/#:~:text=including%20blackouts%2C%20transportation%20delays%2C%20and,lead%20to%20significant%20financial%20losses
https://circleci.com/blog/ci-cd-for-energy/#:~:text=A%20CI%2FCD%20pipeline%20for%20energy,software%20includes


rolled out with minimal risk. More importantly, if something does go wrong, the change can be rolled back or a fix deployed within hours – a

responsiveness almost unheard of in traditional infrastructure. Zero-downtime deployment strategies, like blue-green deployments and canary

releases, allow systems to be updated without users noticing any outage. The result is a system that is always evolving and improving, yet stays

available even during maintenance. Critical infrastructure software – from grid control systems to pipeline SCADA – needs a similar mindset of

safe, continuous updates. Clinging to infrequent patch cycles and fearing change only invites brittleness. The lesson from tech is clear: automate

and accelerate the delivery of improvements so that the system is always getting stronger and security patches reach operational systems before

attackers can exploit gaps.

Rigorous Automated Testing and Simulation: Tech companies don’t trust a change or a component until it’s been proven under countless

scenarios. They leverage automated test suites, simulation environments, and chaos engineering exercises to ensure their services can withstand

random failures. Netflix’s famous “Chaos Monkey” tool, for example, randomly disables live instances of services to verify that the overall system

can survive the loss (How tech giants like Netflix built resilient systems with chaos engineering - SD Times). If a single server or microservice

crashing causes a user-visible problem, that’s treated as a bug to be fixed, not an acceptable risk. This culture of deliberately breaking things in

order to fix weaknesses creates highly robust services. For critical infrastructure, this approach translates to conducting regular drills and stress-

tests on the grid or network – before an adversary or accident does it for real. Some forward-looking utilities have started to simulate substation

outages or telecom failures to see how their operations center copes, similar to chaos tests. The key insight is that resilience isn’t proven by sunny-

day operation, but by thriving in stormy conditions. Testing failure scenarios (power supply drops, generator malfunctions, IT/OT communication

loss) in controlled settings can reveal design flaws and organizational gaps. Adopting these continuous testing practices, as tech firms do, would

imbue critical systems with far more confidence to withstand the unexpected.

Observability and Real-Time Monitoring: In the software world, observability – the practice of instrumenting systems with extensive logging,

metrics, and tracing – is fundamental to resilience. Companies like Google, Amazon, and Facebook have thousands of real-time dashboards

tracking every imaginable indicator of system health. When an anomaly arises, automated alerts pinpoint the issue within seconds, often before

customers notice. Just as importantly, rich telemetry allows engineers to diagnose complex failures quickly by tracing cause-and-effect through

distributed systems. In critical infrastructure, a comparable commitment to observability is needed. Every significant node in the system (be it a

power substation, water treatment valve, or railway signal control) should be feeding a central monitoring system with status updates. If the Iberian

grid had been instrumented with deeper observability, operators might have identified the root cause of the Portugal–Spain blackout faster, or even

seen precursors to the failure in real-time. The private sector tech giants demonstrate that you cannot respond to what you cannot see – and

therefore investing in sensors, telemetry, and monitoring analytics is non-negotiable for resilience. Event-driven architectures in IT also illustrate

https://sdtimes.com/softwaredev/how-tech-giants-like-netflix-built-resilient-systems-with-chaos-engineering/#:~:text=In%202011%2C%20Netflix%20released%20Chaos,This%20was%20Netflix%E2%80%99s


how systems can gracefully handle load spikes or component failures: loosely coupled services react to events asynchronously, rather than rigidly

depending on each other. Likewise, critical infrastructure should strive for graceful degradation. For instance, if one power plant goes offline

suddenly, automated load shedding and adaptive grid re-balancing (driven by software intelligence) can prevent a cascading collapse. Tech

companies have pioneered such self-healing behaviors – applications that automatically failover to backup servers, reroute traffic, or restart faulty

processes. The energy grid and other infrastructures must incorporate analogous designs: islands of autonomy that can keep running locally when

central control is compromised, and smart algorithms that adjust flows to new realities in split-seconds.

The overarching lesson from the technology sector is one of agility and rigor. Agility, in that systems are designed to change and adapt rapidly; rigor, in

that no change is made without validation and no assumption goes untested. By embracing DevOps principles, continuous delivery, and real-time

visibility, organizations can build critical systems that are not static fortresses (destined to eventually be breached), but living, evolving organisms that

respond to stress gracefully. This represents a cultural shift for many critical infrastructure operators – from a posture of preventing change to one of

embracing continuous improvement. Yet it is precisely this shift that will enable power grids, transportation networks, and water systems to achieve the

kind of resilience that Big Tech now treats as standard. When every deployment is safe, every failure is detected and contained, and every component is

built to expect failure, downtime can move from unacceptable surprise to a rare, quickly rectified inconvenience. The Portugal–Spain blackout

demonstrated painful vulnerabilities; the practices above offer a pathway to ensure that such events, whether accidental or malicious, can be handled

with far greater confidence and minimal disruption.

The Critical Role of Security Operations Centers (SOCs)

Even the best technology and resilient design cannot by themselves guarantee security – this is where human oversight and coordinated response

come into play. A well-functioning Security Operations Center (SOC) is the nerve center of an organization’s cybersecurity efforts, and it plays a pivotal

role in both preventing incidents and limiting their impact when they occur.

In the context of critical infrastructure, a SOC is not just about monitoring networks for intrusions; it becomes the eyes and ears of the entire operation,

fusing cyber and physical situational awareness. A good SOC constantly scans for anomalies, correlates data from diverse sources, and can raise the

alarm at the first sign of trouble. But its true value goes further: a mature SOC team helps visualize and understand the “blast radius” of any component

failure or attack, turning raw alerts into actionable insight. In practice, this means when something like the Portugal–Spain blackout happens, the SOC

would immediately assess which systems and regions are affected, how far the outage or breach has spread, and what critical services are at risk.



Rather than reacting in a fog, operators in a SOC strive to maintain a common operating picture – a real-time map of the infrastructure’s status and

threat landscape. Modern SOCs leverage advanced tools (including AI-driven analytics and geo-fencing technologies) to achieve extraordinary

situational awareness (The Perfect Global Security Operations Center (GSOC) | Security | USA). This situational intelligence is what enables decision-

makers to respond effectively: knowing which substations to isolate to prevent cascade, which backup systems to activate first, and where to focus

repair crews or cyber containment efforts.

One of the often underappreciated functions of a SOC is incident visualization and impact modeling. When a breach is detected or a failure occurs, the

SOC acts as the command center to scope out how bad the situation really is. Analysts will pivot through logs, network maps, and sensor data to

determine if a disturbance is localized or systemic. They effectively sketch the boundaries of the “blast radius” – identifying which systems have been

compromised, which remain healthy, and how far the damage could spread if not stopped (Demystifying the SOC, Part 3: Whether You Know It or Not,

You Have a SOC | Exabeam).

For example, if a malware outbreak hits a control center, a skilled SOC will quickly figure out which generation units, circuit breakers, or field devices

communicated with that center and might also be infected. This knowledge prevents knee-jerk overreactions and avoids fighting blind. It allows the

organization to isolate the affected nodes (containing the damage) while keeping unaffected parts of the infrastructure running. In cybersecurity

parlance, the SOC “limits the blast radius” of attacks by swift isolation and targeted remediation (What Is A Security Operations Center (SOC)? | Wiz).

Just as firefighters need to know where the firewalls are to prevent flames from engulfing an entire building, SOC personnel need to know where digital

firebreaks exist in the network architecture. They maintain this understanding through continuously updated network diagrams, asset inventories, and

dependency mappings. Consequently, when an incident strikes, the SOC can forecast downstream effects – if node X is down, nodes Y and Z will lose

input – prepare to reroute or shut them gracefully. This kind of foresight is indispensable in critical environments where a wrong move (or a misjudged

scope of impact) can make things dramatically worse.

Furthermore, a SOC contributes to resilience by informing better design and policy before incidents happen. By analyzing trends – say, repeated failures

in a certain sensor network or frequent phishing attempts against a particular operational unit – the SOC can highlight vulnerabilities in the

organization’s armor. It serves as a feedback loop to engineers and executives: showing which defenses are working and which are not, and modeling

“what-if” scenarios.

https://www.prosegur.us/blog/security/what-would-the-perfect-global-security-operations-center-look-like#:~:text=,This%20is%20the
https://www.exabeam.com/blog/security-operations-center/demystifying-the-soc-part-3-whether-you-know-it-or-not-you-have-a-soc/#:~:text=,this%20incident%20cannot%20happen%20again
https://www.exabeam.com/blog/security-operations-center/demystifying-the-soc-part-3-whether-you-know-it-or-not-you-have-a-soc/#:~:text=,this%20incident%20cannot%20happen%20again
https://www.wiz.io/academy/security-operations-center-soc#:~:text=potency


Many SOCs conduct tabletop exercises and simulations of attacks on critical nodes, helping stakeholders visualize the consequences of a breach in,

for instance, a regional control center or a major pipeline. These exercises build intuition about blast radius containment: participants see how an

attack on one substation might ripple through the grid, and they develop playbooks to isolate and compensate for that loss. In essence, the SOC is the

teacher and the guardian – constantly educating the organization about its own strengths and weaknesses, while standing ready 24/7 to pounce on

threats. In real-world incidents, from cyber intrusions to natural disasters, the SOC’s incident response capabilities have proven invaluable. It detects,

triages, and directs responses in a coordinated fashion that ad-hoc teams simply cannot match.

When multiple alerts are coming in amid a crisis, the SOC filters noise from signal, prioritizing what truly matters for keeping the lights on (literally and

figuratively). During the Iberian blackout, a capable SOC would have been correlating power telemetry with IT system logs and physical security

cameras, to quickly discern was this a cyberattack? If yes, what systems were touched? If not, where did the fault originate and has it caused any

ancillary cyber issues (like unstable SCADA equipment)? That holistic insight cannot be achieved by siloed teams; it’s the product of an integrated

operations center with the mandate to look at the big picture.

Ultimately, the SOC is a cornerstone of critical infrastructure resilience. It ensures that even when preventive measures falter, an organization does not

lose control of the situation. By detecting intrusions or failures rapidly, mobilizing responses, and mapping out the scope of incidents, the SOC keeps

leaders informed in real-time about what is happening and what options remain on the table. In high-stress scenarios like large-scale blackouts or

sophisticated cyberattacks, time and clarity are of the essence – and a well-drilled SOC provides both. It gives the organization precious situational

awareness and a game plan, turning what could be a chaotic scramble into a focused, intelligence-driven engagement with the problem. SOC is as vital

as redundant power lines or backup generators, because it is the SOC that orchestrates an effective defense and response when the unthinkable

happens.

As threats evolve and attackers become more advanced, the importance of a skilled SOC only grows: it is the adaptive immune system for our most

important systems, learning, anticipating, and reacting so that even if one node fails or is attacked, the organism as a whole survives and recovers

stronger.



Risks and Opportunities of GenAI in Critical Systems

Advanced AI, including generative AI (GenAI), presents both a promising tool and a potential wildcard in managing critical infrastructure. On one hand,

GenAI and machine learning can significantly enhance how we model threats and respond to incidents. For example, GenAI-driven analysis can rapidly

sift through sensor data or logs to detect anomalies, predict equipment failures, or even automate parts of the threat modeling process.

Recent discussions on using GenAI in threat modeling highlight its ability to accelerate and scale up security analysis, turning what used to be periodic,

manual reviews into a continuous, real-time process integrated with development (Threat Modeling Insider - February 2025 - Toreon). An AI assistant

can enumerate likely failure scenarios or attack paths across a complex system far faster than human analysts, ensuring that vulnerabilities are

identified and addressed more consistently. These are substantial opportunities: AI can act as a force multiplier for overburdened security teams and

infrastructure operators, spotting patterns humans miss and bridging communication gaps between technical and executive stakeholders.

On the other hand, deploying AI in critical contexts carries serious risks if done recklessly. Complex AI models can behave unpredictably or opaquely,

which is dangerous in systems where lives are on the line. We must be extremely cautious about handing control to untested AI agents in critical

infrastructure. An algorithm that works well in a lab might make unsafe decisions in the chaos of a real blackout or might be fooled by adversaries

feeding it misleading data.

As Cruz and colleagues noted, the key is to leverage GenAI’s strengths without treating it as a inscrutable “monolithic black box”. In practice, this means

maintaining human oversight over AI recommendations and automations. AI should assist human operators and augment decision-making – not

replace it. For instance, an AI system might recommend how to re-route power during an outage, but a human grid operator should vet those

suggestions before execution. Additionally, AI models themselves must be rigorously tested (via chaos engineering and simulation) under a wide range

of scenarios, including adversarial conditions, before being trusted in live operations.

We also need transparency: if an AI is involved in critical decisions, its reasoning should be explainable to regulators and engineers. In summary, GenAI

can be a powerful ally for resilience if we apply it wisely, but blind faith in AI or over-reliance on proprietary black-box models could introduce new single

points of failure. Responsible integration of GenAI – with clear provenance, verification, and fail-safes – is essential as we modernize Europe’s

infrastructure.

https://www.toreon.com/threat-modeling-insider-february-2025/#:~:text=Generative%20AI%20,This%20introduction


Recommendations

To build a more resilient European infrastructure in light of these lessons, we propose the following policy actions:

1. Mandate Threat Modeling and Security Audits: Require that all operators of critical infrastructure (energy, water, transportation, etc.) perform

regular threat modeling and security risk assessments. EU regulators should develop standards for these analyses and ensure findings are

addressed before systems go live. This will institutionalize a proactive security-by-design approach.

2. Regular Resilience Exercises: Establish EU-wide requirements for real-world resilience testing – including simulated cyberattacks, equipment

failures, and cross-border emergency drills – at least annually for critical sectors. Treat these “failure fire drills” as mandatory, with results reported

to a central body (similar to aviation safety exercises). By practicing responses to worst-case scenarios, stakeholders will be far better prepared

when an actual incident occurs.

3. Develop and Support Microgrids: Incentivize and fund the development of local microgrids and backup power capabilities. EU policy should

encourage cities and even large campuses (universities, industrial parks) to build independent energy islands that can detach and operate

autonomously during wider grid failures. This includes investing in renewable energy storage and smart grid controls at the local level. Over time, a

network of microgrids will drastically reduce the likelihood of continent-scale blackouts and speed up recovery.

4. Promote Open Source and Interoperability: Launch an initiative to adopt open-source technologies and open standards in critical infrastructure

systems. This could involve creating an EU repository of vetted open-source tools for grid management, industrial control security, and monitoring.

Policymakers should also push vendors to adhere to interoperability standards so that mixing and matching components is easier. Open,

transparent systems allow European nations to cooperate more effectively and avoid being stuck with insecure, unpatchable legacy black boxes.

5. Oversight of AI in Critical Infrastructure: Develop guidelines and certification for AI systems used in critical contexts. The EU should require that

any AI used for operational decision-making in infrastructure meets high reliability and transparency benchmarks. This might include a certification

process analogous to how medical devices or avionics software are certified. Policies should mandate human-in-the-loop control for AI actions

that could directly affect safety, at least until such systems have a proven track record. In addition, encourage the use of AI for defensive purposes

(like threat detection and incident response) while setting clear limits to prevent runaway automation without accountability.



6. Strengthen Local Capacity and Collaboration: Invest in training and retaining local expertise to manage and troubleshoot critical systems. EU funds

could support cybersecurity and infrastructure engineering programs in regions across Europe, ensuring each member state has skilled teams

ready to respond. Foster cross-border collaboration teams so that, for example, Portuguese and Spanish grid operators can jointly develop

contingency plans and share best practices. Building a culture of information-sharing and mutual aid will make the whole region stronger than the

sum of its parts.

Conclusion

The April 2025 Portugal-Spain blackout demonstrated unequivocally that Europe's critical infrastructure remains dangerously vulnerable despite

decades of advancement. The path forward is clear: infrastructure operators must embrace the battle-tested methodologies that cybersecurity and

software engineering teams have refined through years of defending against sophisticated threats. This white paper has outlined a comprehensive

strategy—from threat modeling and chaos engineering to continuous integration practices and SOC establishment—that transforms how we build and

maintain essential services.

This paradigm shift requires moving from centralized, brittle architectures toward federated, resilient networks capable of withstanding both accidents

and coordinated attacks. The contrast between natural failures and malicious campaigns underscores why traditional approaches are insufficient;

infrastructure must be designed to limit blast radius and recover dynamically, just as modern technology systems do.

Implementation demands political courage, cross-sector collaboration, and strategic investment. However, the economic and societal costs of inaction

far outweigh these challenges. By adopting our six policy recommendations, European leaders can institutionalize security-by-design principles across

critical infrastructure, ensuring that neither technical faults nor adaptive adversaries can cascade local incidents into regional catastrophes.

The Iberian blackout need not be repeated. We possess the knowledge, techniques, and capabilities to build infrastructure that fails safely rather than

catastrophically. The moment has come to apply these proven cybersecurity and engineering practices decisively, creating an open, resilient European

infrastructure prepared for the challenges of the digital age.


